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FAILURE DETECTION AIDS FOR HUMAN OPERATOR DECISIONS
IN A PRECISION INERTIAL NAVIGATION SYSTEM COMPLEX

Thomas H. Kerr

Member of the Technical Staff
The Analytic Sciences Corporation
Reading, Massachusetts

An existing redundant standby system
consisting of two identical Inertial Navigation
Systems (INS) may be improved by using a third INS
of higher precision as a monitor. The monitor INS
provides internal reset corrections which allow the
time between external reference position fixes to be
extended. Conventional failure detection aids have
evolved to enable a human operator to select the best
standby INS for navigation. A new method for detect-
ing failures in the monitoring INS has been developed
and its performance has been evaluated. A 54 dis-
crete state Markov probability model of the total
three~INS complex as a function of the respective
Mean-Time-To-Failure and Mean-Repair-Times is pre-
sented in this paper. A technique is included for
identifying and modeling the human operator's deci-
sions as non-ideal switches, with/without the new
method of failure detection for the monitoring INS.
This Markov probability model is used as an inter-
mediate step in explicitly specifying how the new
failure detection method should interface with the
total three-INS complex. This is accomplished by
quantitatively evaluating the total system avail-
ability. Then the policy which results in the
greatest system availability is selected as the most
desirable. ' ’



1. INTRODUCTION

A simplified block diagram of a navigation system,
consisting of three Inertial Navigation Systemé (INS), is
portrayed in Fig. 1. This configuration represents an improve—'
ment to the previously developed standby redundant INS1/INS1!
navigation system through the use of the higher precision INS2
as a monitor to enable internal reset corrections between
external position fixes. Although the INS contains precision
gyros, they incur sufficient drift to necessitate a periodic
corrective action consisting of an external position fix. Use

of the higher precision INS2 for internal corrections allows
| a longer time between external fixes to maintain the same or
better total system navigation accuracy. The monitoring INS2
is assumed to only have the higher accuracy needed to supply .
corrective resets to INS1 gyro drift-rates and not to have
full navigation capabilities. A more detailed view of the
operation and sampling times of this three INS complex is
afforded in Fig. 2 where both the Inertial Navigation Unit and
its associated controlling software consisting of Kalman filters
based on linear error models of the component gyros are shown.
(The use of Kalman filters in this role is standard as dis-
cussed in Ref. 1.)

An operator (navigator) oversees the operation of
this three INS complex. This human operator makes the follow-
ing decisions which are respectively represented by switches
S' and S of Figs. 1 and 2:

® operator selects the mode of operation

(either prime mode or back-up mode)

® operator selects the master on-line
INS1t.
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The prime mode uses the newly configured INS1/INS2 while
the back-up mode (represented by the dashed lines in Figs.
1 and 2) uses only the standard INS1/INS1'. However, both
modes require the selection of the master on-line INS1.

The operator's selection of the master INS1 is based on the

following information on each INS1 as obtained from a computer
or technician's graph:
e plots of the divergence of INS1
(INS1') from external fixes

® plots of INS1 (INS1') gyro bias
correction histories

® plots of INS1 (INS1l') comparisons
to any available reference.

After the total problem of implementation had been
partitioned into tractable sub-problems, our primary objective
was to specify a method for detecting failures in the INS2.

It is critical to detect any INS2 failures, otherwise, faulty
internal reset corrections are provided to both INS1 and INS1'.
Once the method for detecting failures in the INS2 had been
specified and the performance had been evaluated, a natural
consequence of the completion of the primary objective is
encountered as the secondary objective of specifying how the
INS2 failure detector will interface with the entire system. The
ihtérface should also include any additional INS2 failure de-
tection aids that are subsequently developed to help the naviga-
tor decide in what mode he should operate the system.

The underlying framework of an analysis of the three
INS system of Figs. 1 and 2 is presented herein in terms of
the simplified representation of Fig. 3, using the standard
reliability theory techniques of Ref. 2. The use of more
realistic non-ideal switches to represent the human operator's

function gives rise to 54 discrete states of a Markov
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probability model of the system as is discussed in Section 3.

A technique is proposed for relatively weighting the failure
monitoring test results of the specified INS2 failure detection
method with those of any other INS2 failure detection aid
(manual or automatic) that is subsequently developed. A
quantification of the total system availability (i.e., reli-
ability with repair) is then obtained and the best interfac-

ing policy for integrating the proposed INS2 failure detector
into the total system is the policy (corresponding to a weight-
ing) that yields the greatest system availability.
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2. AN INS2 FAILURE DETECTION METHOD

A summarizing overview is given in Fig. 4 of how
this failure detection approach works. The theoretical
basis of the so-called CR2* failure detection appfoach is
a generalization of the use of confidence intervals. The
three main ideas that serve as the foundation for CR2 failure
detection are shown as three different diagrams in Fig. 4
and are discussed below. These diagrams are shown in juxta-—
position to facilitate a comparison of how the relative
overlapping of the confidence regions affects the scalar

test statistic at three specific check times, tl, t and

2)
t3. These confidence regions are portrayed in the top dia-
gram of Fig. 4. At each check time, these confidence re-
gions are elliptical. A failure is declared when the two

confidence regions do not overlap.

At each check time, ti, the two elliptical cross
sections of the confidence regions, shown in the top diagram
of Fig. 4, are fixed levels of two paraboloids, shown in
the middle diagram. The problem is to determine whether
these two ellipses overlap. In developing the real-time

detection algorithm, the test for the presence or absence

of overlap was formulated as the solution of a minimization
problem. The relative position of l(ti), the minimum point
of the intersection of the two paraboloids, to Kl(ti), the

level that corresponds to the elliptical cross section of

the confidence regions, determines if there is overlap and,

*CR2 is an acronym for Two (2) Confidence Regions.
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if so, the amount of overlap. As long as z(ti) is below
Kl(ti) there is overlap, but when R(ti) exceeds Kl(ti)»EEEE
the confidence regions are disjoint and a failure is declared.
The relationship between the test statistic l(ti) and the
decision threshold Kl(ti) is summarized in the bottom diagram

of Fig. 4. It is sufficient to observe only the test statistic
2(ti), and to declare failures when 2(t;) exceeds K4(tj).

In the CR2 failure detector, a higher level of the
threshold K4y, to which the test statistic 2(t;) is compared,
effectively raises the heights of the ellipses in the asso-
ciated optimization problem; this corresponds to stouter con-
fidence regions. Analytic expressions have been derived which
are used for pre-specifying the time-varying decision threshold
K1 and for evaluating the instantaneous probabilities of the
test statistic exceeding the threshold under HO (no-failure)
and H1 (a particular magnitude failure), respectively, as
Pfa and Py. The expressions are used in the setting of
the threshold K1 in 'a characteristic trade-off of instantaneous
probability of faise alarm Pfa versus the probability of cor-
rect detection Pd associated with hypothesis testing detection
decisions. Early derivations of the CR2 failure detection
approach may be found in Refs. 3 and'4, while the most recent
theoretical refinements and convergence and convergence-rate
proofs are in Ref. 5. The mathematical techniques of confidence
regions used in these derivations are similar to those used
in Ref. 6.

*The probability of miss is Pm=1—Pd.
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Unlike the situations where the usual likelihood
ratio is a Uniformly Most Powerful (UMP) test in that it is
as good as or better than any other decision test, an INS2
failure represents a random event that occurs at a random or
unknown time. There is little special justification for using a
likelihood ratioc as a decision function (Ref. 7, p. 96; Ref.
8, p. 315) since it is not UMP for this situation and there
may be other decision functions that are as good or better.
Confidence region tests serve as one alternative. Recently,
confidence region approaches have been developed for other de-
tection applications as well (Ref. 9).

When external position fixes are available to the
three~INS complex, failures in the individual INS are more
easily detected by a comparison to this more accurate external
fix as a standard. The CR2 failure detector is used to detect
failures (of a certain critical magnitude corresponding to
a certain critical Signal-to-Noise Ratio associated with the

resulting failure signal response) between external fixes.

The CR2 failure detection performance on real INS2
data is presented in Fig. 5. The plot on the left of Fig. 5
represents the CR2 test statistic and the pre-specified deci-
sion threshold Kl under a no-failure condition. After an
initial 24 hrsf‘ the test statistic is well below the deci-
sion threshold, confirming that no faiiure 1s present. The
plot on the right of Fig. 5 represents the CR2 test statistic
and decision threshold for a large magnitude ramp drift-rate
failure in one of the INS2 gyres. Following the initial 24
hr waiting period, the CR2 test statistic quickly exceeds
the threshold correctly indicating a failure.

*The error dynamics of a gyro reflect the 24 hr earth rotation
rate; consequently, approximately one full 24 hr period is re-
quired for the filter to lock onto the cycle of the underlying
sinusoid,
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3. AVAILABILITY ANALYSIS OF THE THREE INS COMPLEX

3.1 THE MARKOV MODEL FOR THE DISCRETE STATE PROBABILITIES

The configuration of Fig. 3 is now analyzed using
the standard reliability theory techniques and failure/repair
models of Ref. 2. These standard failure and repair models
are illustrated in Fig. 6. A representative failure density
and its normalization as the more useful "bathtub" hazard
rate are depicted in the upper two diagrams of Fig. 6. For
each INS, it is assumed that operation is between the times
ty and tg and that here the hazard rate is a constant® (con-
sistent with the usual model for these modular components as
an exponential failure density with specified Meanuzime—zow
Failure). The lower diagram in Fig. 6 is the standard Erlang
or gamma distributed repair model. Here again the official
Navy model is an exponential repair model with specified
Mean-Repair-Time.

In performing the availability analysis, the fol-
lowing notation and conventions will be used.

Modular INS components have two states:

Xi A component i is navigating within specifications

ii A component i is not navigating within specifications.

*A constant hazard rate is reasonable assuming that infant
mortality failures have been weeded out through initial
acceptance testing and that wear-out failures are avoided
through periodic preventive maintenance.
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The non-ideal switches representing the human operator

decisions have three states:

S 4 switeh S is performing perfectly

>

S switch S does not respond to a failed INS1
(i.e., PM = 1—-Pd < 1)

wlf
I

= switch S actuates by mistake while INS1 1s good

(i.e. Pfa > 0)

Similarly*
S' 4 switch S' is performing perfectly

S' é switch S' does not respond to a failed IN82

(i.e., PM = 1- Pd <1)

>

§' switch S' actuates by mistake while INS2 is: good

(i.e., P% > 0)

The number of discernable discrete states in a totally
exhaustive enumeration of the possible combinations of failed
and unfailed INS and satisfactory/false-alarming/missing
switches in the 5-element model of Fig. 3 is (2)3(3)2 = 72.
Since X2 (INS1) is identical to X3 (INS1') as a warm stand-by
system, the total number of states may be collapsed to 54
as indicated in Ref. 2 and explicitly enumerated in Table 1.
The following further superscript notation is used in Table 1:

+ Q Total System Failure. No good navigation informa-
tion is available.

*
e

Partial System Failure. Only good TNS1 or INS1'
nav1gat10n information is available.

*This reliability analysis is applicable to any INS2 failure
detection method that uses the same filter inputs as used

by the CR2 test as long as the Pé and P% which characterize
it have been evaluated
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TABLE 1

AN EXHAUSTIVE ENUMERATION OF THE DISCRETE STATES
IN THE;STANDBY/SERIES 5 ELEMENT SYSTEM OF FIG. 3

S, =S'X,$,X.8 S1978' X, X,X,8 S37=58" X, X%, S

s, =" \ltzxas Sgp=5 "% XX 8™ 338=§-Xlx2x3§

Sy =S'X; KX 848" X, X X 8 | 8,,=8"X, X, X, T+8' X, X, X5 339=§'x12“><3§+§'xl><22‘3‘s"’r
Sy =S'X X X S+5 K X K 8" 55,78 X K, X 548 K, X, X 5% 5, =5 %, X, X 548 X X, X5
Sg =s'x1'>12323$T Sp5=8' X, %% 57 84,75 ' X, XX, 57

Sg =S'X, %, %,s" S54=8' X XX 57 S,9=8' %, %,%,§

S; =8'X;X,X 8 Sp5=8' X X, X8 84575 X, X,X,§

Sg =5'%; X X,s" 8,678 ' X, X, X, 5* S 4475 ' % XX 8T

Sg =B X, TpX S+8 X X, RS | 5,,=8" X, KX 548" X, X, %08 8,525 X, XX, 548 X, X, X, 50
8,0,°5'% sz33+s xlxzxss' 8,575 "X, XX 8+8 ' K, X, X, 5F s46=§'2122x3§+§'21x2i3§f
8,,=5'x,X,X st 8,98" X, %,X,5t 8,7=5' X, X, X,5¢

$,5°5'%, L% 8" SRR A & &y $,5-5' %, %%, EF

$13°5 "X, XX, 8" §5,75' X, X,%X,8 S,975 X XX 5"

8,4=5 "% X, 8" S45=5' K, XX, 5" S50=5 'K, XX 5%
sls=§'x1i2x3s+s xlxzias* 855=5' X, X X 8+5" X, X XS 351=§'x1§2X3§+§'x1x2§3§*
S1675 X, % X,545 "% X, X 5 $34=5' %, X X 545 %, X, %, 51 5,8 '% X, X, 5+5 X x x3§?
§1,-8' %, %, X st $4575' X, %, X5 S5575 "X, %, %81

5,575 'K, T, X,8" S-S A& A S54=5 'K, X, X5

* = Partial System Failure

¥ = Total System Failure

be summariied from Table 1 that there are

®
information

navigation information only

34 states for having no*

gation information
for a total of 54 discrete states.

9 states for good INS1/INS2 navigation
11 states for good INS1 (or INS1')

good navi-

*It is considered that no good navigation information is
available when both INS1 and INS1'

the INS2 may be unfailed because the INS2 is assumed to only
have higher precision gyros and not to have full navigation

capabilities. as indicated in Fig. 3,

Therefore,

be used alone for navigation.

111
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Associated with this 5-element system is a vector
of probabilities corresponding to the likelihood that the
system of Fig. 3 will be found in a particular state of the
54 discrete states enumerated in Table 1 at a specified time.
In general, the probabilities of occupying a particular state
change as a function of time and the specific manner of inter-

connection and satisfy a linear difference equation of the
following form:

P, (t+A)7] i T e, ()7
Sq Sq
P (t+h) P (t)
So Sg
= (1)
TRANSITION .
PROBABILITIES )
Py (t+h) Pg  (t)
| V54 | i N T

This equation characterizes the time evolution of the abso-
lute probability of each of the 54 possible states being
assumed by the system as determined by the transition
probabilities. An exhaustive enumeration of the 54

states in Table 1 which the system of Fig. 3 can assume is
needed as a necessary intermediate step in specifying the
elements of the associated transition probability matrix, T
in Eg. (1), Lhat characterizes the specific system inter-
connections and manner of use.

Two representative examples are bresented here
to demonstrate how the elements of the transition probability
matrix are determined. Consider the following state as the

focus of attention
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1%oX3S (2)

which represents switch S' in a mode where it would be prone
to false alarm (whether X1 is failed or not), but with X1
(INS2) in a condition of failure, and either X2(IN81) or
X3(IN81') in a failed condition (but not both). The state
816 is one designated as a partial systems failure because
there is one INS1 available and switch S is neither in the
false alarm mode nor in the miss mode so the selection of
the proper INS1 (INS1') to use in navigation is correctly
made and good navigation information is available but anly
from an INS1 (INS1').

In the flow diagram of Fig. 7¥ the state S, may be
entered at time = t+A (notation: SlG(t+A)) only through the
paths shown from the five states S4, 814, 8153 816’ S18 if
they were occupied at time = tt (notation: S4(t), S14(t),
etc.). The transition probability, tji’ of going from one
state Si to a distinctly different state Sj is the feed-
forward hazard rate times the time step A, e.g., the transi-
tion probability of going from state 814(t) to 816(t+A) is

t 21, + A (3)

16,14 = “™1
The probability of occupying the same state at time = t+4,

Si(t+A), as was occupied on the previous step at time = t,
s;(¢), is¥

*Reciprocals of MTTF and Mean-Repair-Time for the INS1 and
INS2 are, respectively, Al, ul'and Az, LY

+This model uses the standard reliability assumption of only
one allowable change in status during one transition step=4.

+These are elements along the principal diagonal of the
transition probability matrix, T. ‘
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N-Phra-2neamr,ed)

) S5kl =X, XL s+ X, x. Ks
s,,(t)-S'SE,i,x:s'r 16 $x2)‘: lx2'<3

$,0-5, %, %,

Figure 7 Allowable States at Time=t That May Enter
State S1g at Time=t+A

t; 3 =1-] (i*? hazara rate) - A (4)

J ranges over all feedforward
paths for switches and failures
connecting with state Si,j%i

€.g., the transition probability of being in state 816 at

time = t+A given that state Sl6 was occupied at time = t is

t16,16 = 1-Pj, A = 2h -4-h,-4 (5)

The scalar iteration equation for the probability of being
in slate Sig 2t time = t+A, as obtained from Fig. 7, is

P (t+A) = PL -A P, (t) + 2)A_ A P (t) + x,-A P (t)
816 fa S4 1 814 2 815

, . — - —— .
+ (1-Pp A-2A A=), 0) P

fa

5,,(8) * Hd P ()

1 18

~~
oy
N
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From Fig. 8, the state 816 at time = t is an allowable entry

14° 815,816,818,840,852 at time = t+A.

Therefore, the column of the transition probability matrix

state for states S

T, to be multiplied by PSlG(t) in Eq. (1), has non-zero
path entries only on the rows corresponding respectively to

S14°815:816:8
performed for each of the other 54 states in order to

18’840’852' This same type of analysis is
completely specify the transition probability matrix T.*

As indicated by the above representative example
of state S16’ T is a rather sparse matrix. Also, notice that
¥ 1] .
the elements of T are the constants Pd’Pfa’P ,pfa,xl,x2,u1,u2,
this result is a consequence of the exponential repair models

P S,,(t+A) =S"K, X, X, S

S, {t+A)=5'X, X, X,S+5°X, X, X, §
204 15 1%2 X3 1%2%;

(1=(1-Pg)sA-Pg e A= 2,0 A)

®  S;5(t+A)=5'X, X, X, $+5°X, X, X, S
24 .
Siplt+A) = 5K, X, Xy 8
(1-Py)-A )
860t = 57X, X, X8 + 57X, X, X, S
Pea* A

Sept+4)=5'%, X, X, S+5'%

*A consistency check on T is that for u1=u2=0, the elements
in each column sum to one.
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and the constant hazard functions of the exponential failure
models. Since the transition probabilities are all independent
of time and depend only on A, the underlying Markov process is
termed homogeneous. Since the homogeneous process of this
analysis does not have the property that any state may be
reached directly from any other state with positive probability
at each time, this system is not ergodic (Ref. 2). The vector
iteration equation of Eq. (1) is linear and time invariant for
the system of this analysis and is therefore extremely con-
venient to work with.

3.2 FORMULATING TWO APPROPRIATE AVAILABILITY EXPRESSIONS

As indicated in Section 3.1 and in Table 1 by *
and T there are two types of good navigation information
that are available from this three-INS complex. When the three-
INS complex is operating in a well-functioning state repre-
senting the primary mode, there is high quality INS1/INS2
navigation information. When the three-INS complex is
operating in a well-functioning state representing the back-up
mode, there is lower quality INS1/INS1' navigation information
(with more frequent external reference position fixes required).
To reflect the two different, but successful, operational
modes of the system, the former being more desirable as the
principal objective than the latter, two different availability
functions are defined. Availability functions which are, by
definition, the probability of operating successfully with
repair (in contradistinction to reliability which consists
of the same probabilities but without allowing the policy of
repair) were chosen to correspond to the situations of

(1) bhaving only successful INS1/INS2

navigation information

(2) having any successful navigation
information, either INS1/INS2 or
Just INS1/INS1'. '
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These two availability expressions corresponding, respectively,
to 1 and 2 above, are

Ay p(t) A Psl(t) + Pss(t) + PS7(t) + psg(t),+ Pslg(t)

+ P, (t) + P, (t) + P, (t) + P. (t) (7)
So5 | S3q S3g S43

A
Aypi(6) £ A1 /p(8) + g (0) + By (8) +Bg (1) ¥ Bg ()
+ P (t) + P (t) + P (t) + P (t)
515 Si6 So0 | So6
+ P (t) + P (t) + P (t) (8)
S37 S49 S50

where the PSi(t) are the unconditional probabilities of being

in the states Si at time t, with the evolutiqn being completely
specified by the iteration equation of Eq. (1). Notice that
Al/l" the availability of any good navigation information what-
soever, wholly contains A1/2(t), the availability of the
INS1/INS2, in addition to the non-negative quantities repre-
senting the unconditional probabilities of beihg in the

states designated as partial failures.

3.3 A PROPOSED NEW MODEL FOR THE HUMAN OPERATOR DECISION

It is standard practice to model the decisions of
a human operator as a switch (Ref. 2). When a more detailed
and accurate analysis is warranted, it is also standard to
acknowledge that the switch is not really perfect (Ref. 10)
but inherently contains a detector which may sometimes miss
(i.e., switch remains in position because of a failure to

recognize that conditions are such that it should have been
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thrown) and false alarm (i.e., switch has flipped even though
conditions do not warrant it). The ensemble statistics of

the imperfect switch which completely characterize its behavior
are its inherent probability of false alarm and its probability
of miss.

Switch S represents the human operator's decision
in the selection of the master INS1, as aided by the infor-
mation from the accessible computer outputs and plots
mentioned in Section 1. Switch S°' represents the human opera-
tor's decision in the selection of the operational mode. To
date, the only INS2 failure detection technique available for
use as the detection element (between external position re-~
sets) is of the form of the CR2 technique and consequently,
its Pd and Pfa characteristics apply directly to switch S°
only if it is used exclusively. For the case where the CR2
technlqu° is used exclusively, the effective characterizing

ensemble statistics for switch S' are:

. = op
P;, ,eff P, ,CR2 (9)
' - op ’
Pl eff Py ,CR2 (10)
where P%a,eff (Pé,eff) represents the effective P Pea \rd) of

switch S' and Pfa,CR2 (pd,cnz) represents the particular
characterizing statistic of the CRZ2 failure detector with

the Operating Point (OP) being determined by the level of

the pre-specified decision threshold K1 that is used.
However, other INS2 failure detection techniques (possibly
manual) are currently under development and upon completion
may also be used in the detection element of switch S'. If
these new techniques are used exclusively, then the effective
characterizing énsemble statistics for switch S' are
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OP'

' —

Pfa,eff Pfa ;manual (11)
, _ 0P

Pd,eff = Pd ,manual | (12)

where the subscript '"manual' is just used to distinguish
these characteristics from those associated with the CR2
technique.

A natural question to ask is '"can the two detection
techniques be used together to enhance performance and if so,
what would be an optimum mix?" Any attempt to answer this
question requires a model for the effective Pd and Pfa of
switch S' when both failure detection methods are used. The
new model that is being proposed to effectively characterize
switch S' when both failure detection techniques are being
used simultaneously with relative weightings (1-)A) and A is

' - 0P’ .oOP
Pfa,eff = (1-2) Pfa,manual + A Pfa,CRZ (13)
' | _
py,eff = (1-1) - ,manual + x-2OF, CR2 (14)
where
0<xr<1 | (15)

Notice that this is a linear interpolative model which incor-

porates the following highly desirable properties:

e For A=1, the proposed model of Eqs. (13),
(14) reduces to the standard result of
Eq. (9),(10).

e For )=0, the proposed model of Egs. (13),
(14) reduces to the standard result of
Eq. (11),(12).

e For any ) such that Egq. (15) is satisfied,
the proposed model of Egs. (13), (14) re-
sults in quantities that have all the requi-
site properties to be probabilities (i.e.,
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0]

I A

P, ,eff <1 (16)

0

I A

Pé,eff <1 (17)
as a natural consequence of the same

inequality being satisfied by Pg,manual;

Py4,CR2; Pg,,manual; and Pfy,CR2).

@ The combined use of both failure de-
tection technigues corresponding to this
proposed linear model may be implemented
easily by using the linear weightings
in the combined decision rule as dis—
cussed below.

A combined decision rule corresponding to the above
proposed model is easily obtained. The combined decision
rule is as follows:

(1) if

(1~A)'22 + szl.i (l-A)-Kz + A-Kl (18)
then choose HO: no-failure
(2) if

(1—A)-£2 + A-%l > (1—A)~K2 + A-Kl (19)
then choose le a failure (having the critical SNR magnitude)
where 21 is the test statistic and K1 is the pre-specified

decision threshold of the CR2 failure detection technique
while 22 is the test statistic and K2 is the pre-specified
decision threshold of the so-called manual failure detection
technique. Notice that for the two extremes of A=0 or A=1,
the decision rule of Egs. (18) and (19) reduces to the usual
decision rules for each separate detection technique.
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This proposed model offers an additional appeal
when the so-called Receiver Operating Characteristics (ROC)
of Fig. 9, which underly all binary decision tests (Ref. 7),
are considered. The two hypothetical solid curves in Fig. 9
represent the complete operating capability ranges of the two
failure detection techniques. For each of the failure
detectors, the usual practice is to trade-off P4 versus Pg,
by deciding upon a compromise operating point (usually chosen
to be in the vicinity of the '"knee'" of the curve). This
operating point is fixed by fixing the decision threshold.
The operating points of the two curves are represented by
OP and OP' and are denoted by the corresponding two coordinates
(P£a,Pq). In general, the plane cannot be ranked (only the
real line R may be ordered); so, in general, it is impos-
sible to say, unequivocally, that one operating point is better
than another. 1In Fig. 9, OP has a desirably lower Pg, while
OP' has a desirably higher Pg. Use of fhe proposed model of
Eqs. (13), (14), (15) would result in an effective OP'" somewhere
on the dotted line between OP and OP'. For A=0.5, the effective
OP'"would be the mid-point of this line segment. The selection
of the preferred weighting A and consequently the associated
operation point is discussed in Section 3.5.

FICTITIOUS ROC FOR SNR
ASSOCIATED WITH A FIXED
FAILURE MAGNITUDE

Figure 9 Representative ROC Underlying allvBinary
Detection Tests
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3.4 USE OF OPERATOR TO INTERPRET RESULTS OF FAILURE DETECTION
TESTS

Even though the decision rules of the INS2 failure
detector, as presented in Section 3.3, are instantaneous
rules, it is a common practice to allow a human operator
to intervene in the interpretation of the outcome of the
test before a switch is thrown. This procedure is followed
for conservatism to exploit the useful adaptive capability
of a human operator to pick out strong trends over a time
interval and, in effect, to create a test with memory,
rather than to let an automatic instantaneous computerized
test, which could be subject to spurious noise transients,
control the throwing of a switch. Use of the human operator
in this way would change the effective Pd and Pf character-
istics of switch S' from what would be dictated by con-
sidering only the instantaneous P4 and Pfa characteristics
of the CR2 INS2 failure detector. However, once the effective
P4 and Pfa of the human operator interpreting the results of
the CR2 test over a time interval are evaluated, they may be
substituted for Py, CR2 and Pry, CR2 in the avallablllty
analysis of Sections 3.1 and 3.2.

More realistic effective cnaracterlstlc Py and Pgg,,
which are associated with the human operator's use of the
instantaneous CR2 INS2 failure detector test results to
recognize trends over a time interval, may be obtained by
solving an associated level-crossing problem (i.e., the
crossing of the Gaussian-related scalar test statistic above
the deterministic decision threshold level over a time
interval). Usually level-crossing problems are not very
tractable (Ref. 11); however, these interval probability
calculations are presently being pursued with an analytically
tractable upper bound (Ref. 12) which can be optimized to be
as tight as possible to the Objective interval probabilities
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through the vehicle of a standard quadratic programming
problem (Ref. 13, 14). The quadratic programming problem
arises naturally in a discrete-time mechanization of the
upper bound.

The close connection between level-crossing prob-

- lems and the test statistic crossing above a decision threshold
was also recognized in Ref. 15, where a completely different
failure detection approach was investigated. However, only

the calculation of ‘the expected level—crossing times were
attempted there.

3.5 MECHANICS OF OPTIMAL POLICY SELECTION BASED ON
ASYMPTOTIC AVAILABILITY

It is well-known that the reliability function
(without repair) asymptotically goes to zero with increasing
time (Ref. 2). It is also well-known that the availability
function asymptotically goes to some constant positive value
as time increases (Ref. 2). Applying this principle to
Al/z(t)* of Eq. (8) with the switch S' characterized by the
proposed model of Eqgs. (13), (14), (15) allows the evaluation
of the asymptotic levels of Al/z(t) over a range of A weightings
between 0 and 1. The value of XA that yields the largest
asymptotic A1/2(t) would be chosen and used in the decision
rule of Egs. (18), (19) as the optimal interfacing of the
two techniques.

*Al/z(t) rather than Al/l(t) was chosen since it represents
the principle objective of operating in the primary mode.
The methodology is equally applicable to Aj/1'(t) however
and it is conceivable that Aj/1'(t) would be used for the
evaluation when interest is in having any good navigation
information available.
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4. SUMMARY AND CONCLUDING DISCUSSION

The principal bbjective was to specify and evaluate
an INS2 failure detection method. The CR2 failure detection
method was specified and its performance was first evaluated
theoretically, then demonstrated through simulations.
Finally, the CR2 failure detection method was used on real
system data to demonstrate that the algorithm is robust
enough to handle real world/model mismatches without false
alarming while still maintaining the ability to detect
failures that occur. The performance of the CR2 failure
detection method on real data was consistent with the
theoretical predictions. An abridged view of the CR2
failure detection technique and the milestone of achieving
satisfactory performance with real data were given in Section 2.

Upon completion of the primary objective, it was
then necessary to specify how the CR2 INS2 failure detector®
should interface with the entire system, including any addi~-
tional INS2 failure detection aids (manual or automatic) that
are subsequently developed to help the navigation operator
decide in what mode he should operate the system. It is also
necessary td evaluate how the CR2 failure detector affects
the whole three-~INS complex. A rigorous theoretical frame-
work was detailed in Section 3 for using the standard tech-
niques of reliability theory to determine the effect of the
characteristic Py and Pry of the CR2 failure detector on the

*Method applicable to any INS2 failure detection method that
uses the same filter inputs as used by the CR2 test as long
as the characterizing P4 and Py, have been evaluated.
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overall asymptotic availability of the three-INS complex.
When interfacing with another INS2 failure detection method
is required, the proposed new model of the effective Pd and
Pf, characteristics associated with the switch, used as a
standard model for human operator decisions, may be used to
determine the optimum relative weightings between the two
methods that achieves the highest asymptotic availability.
The same relative weightings are also inherited by the two
INS2 failure detection techniques in a joint implementation
as discussed in Section 3.3.

When only one INS2 failure detector is used, the
proposed new model for effective Pyq and P¢y; (for switch S'
in mode selection) reduce to the standard model without con-
troversy. Presently, there appears to be a scarcity of ROC
data on human operator decisions on master INS1 selection.
Hopefully, this void will be filled in the future through the
compilation of adequate performance data and/or statistical
design of experiments to quantitatively evaluate the effect
of man-in-the-loop. The theoretical framework for quantita-
tively evaluating the effect of the CR2 INS2 failure detector
has been completely worked out, but is waiting on the speci-
fication of Py, Py, characteristics for switch S since this
switch (operator decision) is depen@ed upon in both the pri-
 mary and back-up mode of the three—iNS complex and availability
results obtained by proceeding without this critical informa-

tion may be very misleading.

One methodology, recently proposed for modeling man-
machine availability as an allocation problem (Ref. 16), allows

several levels of complexity and additional realism sﬁch as:
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® grade level and years of experience
of each repairman

® number of repairmen assigned to each
repair action

® time spent by each repairman on the
repair :

However, dynamic programming is required to solve even the
most simple non-degenerate problems within this framework.
In spite of some relatively recent theoretical strides in
the area of implementing dynamic programming algorithms
(Ref. 17, 18, 19) to reduce the so-called ''curse of
dimensionality" associated with dynamic programming problems
(Ref. 20), the implementation of a dynamic programming
algorithm still remains a rather formidable problem and
usually requires a large computer allotment. 1In contrast,
the main computation required for the availability analysis
of Section 3 is a relatively minor iteration of a sparse,
constant coefficient, linear difference equation of medium
order. A more detailed model may be obtained, using the
technique of Section 3, by modeling more eléments.

Theoretical strides have been made recently in
applying the techniques of modern control to the problem of
modeling the effect of the operator-in-the-loop on the per-—
formance of the overall system. Two different approaches
which both make use of Kalman filters are:

(1) human operator modeling within the

theoretical framework of an optimal
stochastic regulator (Ref. 21, 22, 23)

(2) modeling of human operator remnants
using maximum likelihood methods for
parameter identification (Ref. 24, 25).
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It is anticipated that these new modeling approaches will
yield more accurate final evaluations of the effective Py

and Pfg of the human operators.

The methodology discussed in this paper may also
have potential application to those USAF situations in which
a human operator must decide between two or more INS or

navigation aids such as in:

® the C-141 dual IMU dinstallation
e the C-5 planned retrofit
® the B-1
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